Performance analysis of a water ejector using Computational Fluid Dynamics (CFD) simulations and mathematical modeling
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ABSTRACT

A quasi-one-dimensional (1D) mathematical model coupled with Computational Fluid Dynamics (CFD) simulations of a water ejector is presented. Using data from CFD simulations, the mathematical model was used to calculate the friction loss coefficients of the ejector components, to predict its maximum efficiency point and to delimit its envelope of operation. The CFD approach was validated with experimental data and employed the finite element method to test the main turbulence models found in the literature (k-ε, k-ω and k-ω SST) for incompressible-flow ejectors. A set of operational conditions (OP) was tested and results show that the k-ω SST turbulence model is the most suitable to capture the ejector flow characteristics in all OP. In addition, for higher entrainment ratio (M) values, it was observed a possible correlation between how well the boundary layer can be solved and how the model is able to capture the ejector efficiency curve. Moreover, for lower M values, another possible correlation may be stated between how the turbulence model is able to capture the velocity profile.
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1. INTRODUCTION

The rising of global energy demand is associated with industrial technological development coupled with the world population growth and people’s pursuit of higher living standards. Many problems may arise with increasing of energy consumption, including emissions of greenhouse gases, acceleration of global warming and rising of electricity demand.

Creating new policies for energy recovery, designing mechanical machines with higher energy efficiency and replacing devices that require high external load may be good alternatives to reduce global energy demand. Over time, some compressors and pumps have been replaced by ejectors in energetic systems. Ejectors are mechanical devices composed basically of a nozzle, a suction chamber, a mixing section and a diffuser (Figure 1). Its working principle is based on momentum transfer from a high-pressure flow (primary flow) to a low-pressure flow (secondary flow) [1], without requiring external work. The main advantages that make ejectors often employed in the industry are structure with no moving parts [2], absence of lubricants or bearings [3], reliability and low installation cost [4].

![Figure 1 – Ejector geometry used for computational simulations. Dimensions in mm.](image)

Ejectors have been proved to be effective devices and their applications are extended to several segments, including aeronautical engineering to increase the reliability of aircraft propulsion (e.g. [5]), in the petroleum industry for artificial lift and flow assurance (e.g. [6]), in thermal energy refrigeration systems (e.g. [7]), in desalination processes (e.g. [8]), and also for laser tomography procedures (e.g. [9]).

However, ejectors have low efficiency compared with other mechanical devices (i.e. pumps and compressors) and they are constructed to achieve the best performance at specific operational
conditions [10]. For this reason, their geometry must be appropriately designed and optimization studies are strongly recommended.

To understand the complex nature of the flow inside ejectors, theoretical mathematical modeling may provide relevant information. Although the internal flow field of ejectors is three-dimensional, one-dimensional (1D) mathematical approaches can guide system operation, interpret experimental results, assist in system design and optimization [11], determine the ejector maximum efficiency points [12] and predict the ejector performance at critical and subcritical operation modes for compressible models [13].

Another solution for ejector modeling is the Computational Fluid Dynamics (CFD) technique, which provides a detailed description of the flow field inside ejectors by numerical solutions. CFD technique is proven to be an efficient tool to overcome some limitations of 1D mathematical approaches [14]. In recent years, CFD technique has been used to accurately investigate the influence of friction loss coefficients and ejector geometry on its performance [8,15,16], to study the flow distribution inside ejectors [17] and also to optimize the ejector geometrical parameters [18].

In this study, a quasi-1D mathematical approach (adapted from [19]) is employed to analyze the performance (or efficiency) of a water ejector using data from CFD simulations. In addition, a sequencing to estimate the friction loss coefficients of each ejector component (nozzle, suction chamber, mixing section and diffuser) is proposed based on [19]. The CFD approach was validated with experimental results [20] and the most suitable turbulence model was selected for further analysis.

2. MATHEMATICAL MODELING

By applying conservation equations (mass, energy and momentum), a quasi-1D mathematical approach (adapted from [19]) was used to calculate the friction loss coefficients of each ejector component (nozzle, suction chamber, mixing section and diffuser), to predict the ejector maximum efficiency point (efficiency peak) and to determine the maximum theoretical efficiency that the ejector can reach (the envelope of operation).

The mathematical approach proposed by [19] assumes that pressures of the primary and secondary flows at the mixing section inlet have the same value ($P_0$). This assumption enables to express the ejector pressure recovery ratio ($N$) as a function independent of pressure data. It is very useful for situations where pressure and velocity data are unknown, and where only some geometrical parameters are known, as well as in experiments.
The adapted model described below considers that pressure of the primary flow at the nozzle outlet \( (P_n) \) and pressure of the secondary flow at the suction chamber outlet \( (P_p) \) have different values at the mixing section inlet, what in fact occurs in practice. This is the difference between both models. Considering different pressures at the mixing section inlet may provide more reliable results when pressure and velocity data are available and in results generated by computational simulations. This assumption considered in the adapted model significantly impacts the calculation of the friction loss coefficients.

2.1 Mathematical model development

The following assumptions were considered for the quasi-1D mathematical model formulation:

- Steady-state flow;
- Variations of gravitational potential energy between ejector inlets and outlet sections are neglected;
- Average values of pressure and velocity are considered in ejector sections;
- Both primary and secondary fluids are the same with incompressible flows (water is chosen as working fluid \( \rho = 998.2 \text{ kg/m}^3 \) = constant);
- The distance between nozzle outlet and mixing section inlet \( (NXP) \) is zero;
- The mixing section follows a constant-area configuration;
- Mixing flow inside the mixing section is one-dimensional (1D);
- Mixing between both primary and secondary flows is complete inside the mixing section.

This mathematical model [19] considers some dimensionless parameters, such as: entrainment ratio \( (M) \), nozzle-to-mixing-section area ratio \( (R) \) and mixing-section-to-diffuser area ratio \( (a) \). These parameters are defined as

\[
M = \frac{Q_2}{Q_1} \quad (1)
\]

\[
R = \frac{A_{NO}}{A_M} \quad (2)
\]

\[
a = \frac{A_M}{A_D} \quad (3)
\]
where $Q_1$ is the volumetric flow rate of the primary flow, $Q_2$ is the volumetric flow rate of the secondary flow, $A_{NO}$ is the cross-sectional area of the nozzle outlet, $A_M$ is the cross-sectional area of the mixing section and $A_D$ is the cross-sectional area of the diffuser outlet.

Energy coupled with mass conservation equation for the nozzle (from position $i$ to $n$ in Figure 1) can be expressed as

$$ P_i + \rho_1 \frac{V_{1i}^2}{2} = P_n + \rho_1 \frac{V_{1n}^2}{2} + K_N \rho_1 \frac{V_{1n}^2}{2} \tag{4} $$

where $P_i$ is the static pressure at the nozzle inlet, $P_n$ is the static pressure at the nozzle outlet, $\rho_1$ is the density of the primary fluid, $V_{1i}$ is the velocity of the primary flow at the nozzle inlet, $V_{1n}$ is the velocity of the primary flow at the nozzle outlet and $K_N$ is the friction loss coefficient of the nozzle.

Substituting the definition of the total pressure of the primary fluid at the nozzle inlet ($\bar{P}_i$), $\bar{P}_i = P_i + \rho_1 \left( \frac{V_{1i}^2}{2} \right)$, in equation (4), the nozzle equation becomes

$$ \bar{P}_i = P_n + \rho_1 \frac{V_{1n}^2}{2} (1 + K_N) \tag{5} $$

For the suction chamber, the energy with mass conservation equation (from position $s$ to $v$ in Figure 1) can be written as

$$ P_s + \rho_2 \frac{V_{2s}^2}{2} = P_v + \rho_2 \frac{V_{2v}^2}{2} + K_S \rho_2 \frac{V_{2v}^2}{2} \tag{6} $$

where $P_s$ is the static pressure at the suction chamber inlet, $P_v$ is the static pressure at the suction chamber outlet, $\rho_2$ is the density of the secondary fluid, $V_{2s}$ is the velocity of the secondary fluid at the suction chamber inlet, $V_{2v}$ is the velocity of the secondary fluid at the suction chamber outlet and $K_S$ is the friction loss coefficient of the suction chamber.

Substituting the total pressure at the suction chamber inlet ($\bar{P}_s$), $\bar{P}_s = P_s + \rho_2 \left( \frac{V_{2s}^2}{2} \right)$, in equation (6), the suction chamber equation becomes

$$ \bar{P}_s = P_v + \rho_2 \frac{V_{2v}^2}{2} (1 + K_S) \tag{7} $$

Momentum coupled with mass conservation equation for the mixing section (from position $o$ to $t$ in Figure 1) is

$$ (\dot{m}_1 + \dot{m}_2) V_{3t} - \dot{m}_1 V_{1n} - \dot{m}_2 V_{2v} = (P_o - P_t) A_M - \tau A_W \tag{8} $$
where $\dot{m}_1$ is the mass flow rate of the primary flow, $\dot{m}_2$ is the mass flow rate of the secondary flow, $V_{3t}$ is the velocity of the mixing flow at the mixing section outlet, $P_o$ is the static pressure at the mixing section inlet, $P_t$ is the static pressure at the mixing section outlet, $\tau$ is the shear stress and $A_W$ is the inner wall area of the mixing section.

Dividing all terms in equation (8) by $A_M$, substituting the definitions of friction loss, $\tau(A_w/A_M) = K_M \rho_3 (V_{3t}^2/2)$, mass flow rate, $\dot{m} = \rho VA$, and $R$, it can be written as

$$P_o - P_t = [V_{1n}R\rho_1 + V_{2v}(1 - R)\rho_2]V_{3t} - V_{1n}^2R\rho_1 - V_{2v}^2(1 - R)\rho_2 + K_M \rho_3 \frac{V_{3t}^2}{2}$$

(9)

where $K_M$ is the friction loss coefficient of the mixing section and $\rho_3$ is the density of the mixing flow.

Applying the energy and mass conservation equations in the diffuser (from position $t$ to $d$ in Figure 1), it results in [19]

$$P_t + \rho_3 \frac{V_{3t}^2}{2} = P_d + \rho_3 \frac{V_{3d}^2}{2} + K_D \rho_3 \frac{(V_{3t} - V_{3d})^2}{2}$$

(10)

where $P_d$ is the static pressure at the diffuser outlet, $V_{3d}$ is the velocity of the mixing flow at the diffuser outlet and $K_D$ is the friction loss coefficient of the diffuser.

Substituting the total pressure at the diffuser outlet ($\bar{P}_d$), $\bar{P}_d = P_d + \rho_3 (V_{3d}^2/2)$, in equation (10), the diffuser equation turns [19]

$$\bar{P}_d = P_t + \rho_3 \frac{V_{3t}^2}{2} - K_D \rho_3 \frac{(V_{3t} - V_{3d})^2}{2}$$

(11)

where $P_d$ is the static pressure at the diffuser outlet, $V_{3d}$ is the velocity of the mixing flow at the diffuser outlet and $K_D$ is the friction loss coefficient of the diffuser.

Equations (5), (7), (9) and (11) can be applied for cases when both primary and secondary fluids are incompressible with different densities. For water ejectors, when both primary and secondary fluids are water ($\rho_1 = \rho_2 = \rho_3 = \rho$), these equations can be written, respectively, as

$$\bar{P}_t = P_n + \rho \frac{V_{1n}^2}{2} (1 + K_N)$$

(12)

$$\bar{P}_s = P_v + \rho \frac{V_{2v}^2}{2} (1 + K_S)$$

(13)
\[ P_o - P_t = \rho \left\{ \left[ V_{1n} R + V_{2v} (1 - R) \right] V_{3t} - V_{1n}^2 R - V_{2v}^2 (1 - R) + K_M \frac{V_{3t}^2}{2} \right\} \]  
\[ (14) \]

\[ P_d = P_t + \frac{\rho}{2} V_{3t}^2 \left[ 1 - K_D (a - 1)^2 \right] \]  
\[ (15) \]

Ejector pressure recovery ratio \((N)\) is a dimensionless parameter of interest which is expressed in terms of total pressures at the nozzle inlet, suction chamber inlet and diffuser outlet. It can be defined as

\[ N = \frac{\bar{P}_d - \bar{P}_s}{P_l - \bar{P}_d} \]  
\[ (16) \]

Applying the very restrictive assumption used by [19], which considers that the static pressures at the nozzle outlet \((P_n)\) and suction chamber outlet \((P_v)\) have the same value at the mixing section inlet \((P_s)\), \(N\) can be also expressed as

\[ N = \frac{2R + \frac{2M^2 R^2}{1 - R} - [1 + K_M + (1 - a)^2 K_D] R^2 (1 + M)^2 - (1 + K_s) \frac{M^2 R^2}{(1 - R)^2}}{1 + K_N - 2R - \frac{2M^2 R^2}{1 - R} + [1 + K_M + (1 - a)^2 K_D] R^2 (1 + M)^2} \]  
\[ (17) \]

Theoretical ideal pressure recovery ratio \((N_{ideal})\) equation is obtained by assuming all friction loss coefficients equal to zero in equation (17). Thus, it turns

\[ N_{ideal} = \frac{2R + \frac{2M^2 R^2}{1 - R} - R^2 (1 + M)^2 - \frac{M^2 R^2}{(1 - R)^2}}{1 - 2R - \frac{2M^2 R^2}{1 - R} + R^2 (1 + M)^2} \]  
\[ (18) \]

Ejector efficiency \((\eta)\) can be defined as the ratio of the energy transferred to the secondary flow to the energy available from the primary flow [21], and it can be written as

\[ \eta = M \times N \]  
\[ (19) \]

Theoretical ideal efficiency \((\eta_{ideal})\), which represents the maximum efficiency that ejector can achieve (the envelope of operation), is defined as

\[ \eta_{ideal} = M \times N_{ideal} \]  
\[ (20) \]

The friction loss coefficients of the nozzle \((K_N)\), suction chamber \((K_s)\), mixing section \((K_M)\) and diffuser \((K_D)\) were calculated fitting CFD data to the equations (12), (13), (14) and (15)
respectively, with constant $\rho = 998.2 \text{ kg/m}^3$, $R = 0.066$, $a = 0.16$ and average $P$ and $V$ data from CFD simulations as input parameters.

3. COMPUTATIONAL METHOD

The geometry used in the simulations was built based on the ejector model used by [20]. From the original ejector, some simplifying assumptions were introduced. To guarantee that these simplifications do not produce considerable errors in the results, several simulations were carried out using the k-\(\varepsilon\) model and no significant variation in the results was pointed out. The final geometry is depicted in Figure 1. Its 2D axisymmetric property was used in the simulations and the error related to this simplification was considered negligible [22].

CFD simulations were carried out using the commercial software COMSOL Multiphysics®, which employs a finite element discretization scheme. Because of the flow complexity, Reynolds-Averaged Navier Stokes (RANS) equations were employed as a suitable way to achieve a balanced result between accuracy and computational cost. The simulations were performed based on the following assumptions: i) Newtonian fluid; ii) Boussinesq assumption for the Reynolds stresses; iii) Adiabatic; iv) Incompressible flow; v) Steady-state flow; vi) Constant viscosity; vii) Negligible body forces; and viii) Both fluids are water at 26.7 °C. Thus, the solved equations for averaged mass and momentum conservation are written, respectively, as

$$\frac{\partial \left( \rho U_j \right)}{\partial x_j} = 0 \tag{21}$$

$$\frac{\partial}{\partial x_j} \left( U_i U_j \right) = -\frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \tau_{ij} - \rho u'_{i}u'_{j} \right) \tag{22}$$

where $\rho$ is the density, $U_i$ is the mean velocity at the $x$-direction of flow, $U_j$ is the mean velocity at $y$-direction of flow, $P$ is the mean pressure, $u'_{i}$ is the fluctuation of velocity in $x$-direction and $u'_{j}$ is the fluctuation of velocity in $y$-direction.

Reynolds stress tensor and shear stress were calculated by equations (23) and (24), respectively:
\[-\rho \bar{u}_i' u_j' = u_t \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) \]  

(23)  

\[\tau_{ij} = \mu \left( \frac{\partial U_i}{\partial x_j} + \frac{\partial U_j}{\partial x_i} \right) \]  

(24)  

where \( \mu \) is the dynamic viscosity and \( u_t \) is the turbulent dynamic viscosity.

Three turbulence models were tested: k-\( \varepsilon \) [23], k-\( \omega \) [24] and k-\( \omega \) SST [25], using their respective standard closure constraints [26]. The wall treatment Wall function was set to the k-\( \varepsilon \) model and automatic to k-\( \omega \) and k-\( \omega \) SST models. The automatic wall treatment was selected because it improves the robustness of the model, switching between the low-Reynolds and regular wall functions, depending on the flow near the wall [26].

The boundary conditions used for setting up the computational model are summarized in Table 1, where \( U_0 \) is the normal velocity, \( L_t \) is the turbulence scale (equal to 0.007 \( \cdot \) L) and \( I_t \) is the turbulence intensity (equal to 0.05). The iterative method for nonlinear equation used in simulations was assumed converged when the relative error is equal or less than 0.001 for all quantities.

**Table 1 – Values and properties of boundary conditions applied at the model.**

<table>
<thead>
<tr>
<th>Boundary</th>
<th>Mean field Value/Feature</th>
<th>Turbulent Value/Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle inlet (primary inlet)</td>
<td>Normal velocity equals to 2.0 m/s (1.77( \times )10(^{-3} ) m³/s)</td>
<td>( k = \frac{3}{2} (U_0 h_t)^2 )</td>
</tr>
<tr>
<td>Suction chamber inlet (secondary inlet)</td>
<td>Normal velocity (varies with ( M ))</td>
<td>( \varepsilon = C^\mu_\mu \frac{k^{3/2}}{L_t} )</td>
</tr>
<tr>
<td>Diffuser outlet</td>
<td>Relative pressure equals to zero</td>
<td>( \partial_i k \cdot n_i = 0 )</td>
</tr>
<tr>
<td>Wall</td>
<td>No slip conditions</td>
<td>wall function (smooth wall)</td>
</tr>
<tr>
<td>&amp;</td>
<td></td>
<td>( \partial_i \varepsilon \cdot n_i = 0 )</td>
</tr>
</tbody>
</table>

The meshes used in this study were unstructured, composed by triangular and quadrilateral elements. To control the error from discretization, the initial mesh (automatically generated) was refined using an adaptive technique. This approach uses results from the previous mesh to improve the mesh quality in the region of the highest gradients. This way, the elements are more efficiently refined if compared with a situation where the number of elements is randomly increased. Four
refinement steps were applied for each simulation conducted in this study, generating one mesh for each $M$ and turbulence model. To verify the convergence of the mesh generated by the adaptive scheme, the root mean squared error (RMSE) was plotted as a function of the number of elements that composes the discretized domain. The RMSE was calculated between simulated and experimental data [20] of the pressure coefficient ($C_p$) at the ejector wall for $M = 3.56$. Summation of RMSE ran on the 18 pressure taps located in the same positions of the experiment conducted by [20]. Figure 2, Figure 3 and Figure 4 show the convergence study of the meshes generated by the scheme for the k-$\varepsilon$, k-$\omega$ and k-$\omega$ SST turbulence models, respectively.

Figure 2 – Mesh convergence study for the k-$\varepsilon$ turbulence model. The meshes depicted correspond to some of the refinement steps.
Figure 3 – Mesh convergence study for the k-ω turbulence model. The meshes depicted correspond to some of the refinement steps.

Figure 4 – Mesh convergence study for the k-ω SST turbulence model. The meshes depicted correspond to some of the refinement steps.

The k-ε (Figure 2) and k-ω (Figure 3) turbulence models were the most affected by the adaptive iterations, while the k-ω SST (Figure 4) model presents a slight variation in the RMSE values. Nevertheless, in all models it is observed the mesh adaption in the jet region (where a higher velocity gradient is presented) and the difference between each mesh emphasizes the different interpretation of the models in the prediction of these structures.
In all three convergence studies, the convergence could be reached with only three adaptive steps (fourth point) instead of four steps, since the difference between the RMSE values obtained in the last two step (fourth and fifth points) is very small. However, as the computational time did not increase significantly from the third to the fifth point, the four iterative steps remained.

The CFD simulations were validated by comparing the ejector efficiency curve, the pressure coefficient ($C_p$) distribution and the total pressure profiles generated by computational simulations with the experimental results from [20].

4. RESULTS

4.1 Validation of the CFD simulations

The comparison between the $k$-$\varepsilon$, $k$-$\omega$ and $k$-$\omega$ SST turbulence models and the experimental data from [20] is presented in Figure 5. Different values of $P$ and $V$ are given as results by CFD simulations for specific entrainment ratio $M$ (i.e ratio between the secondary and primary flow rates) values. $P$ and $V$ data at the ejector cross-sectional regions were obtained for nine different $M$ values (1.20, 1.74, 2.48, 3.04, 3.56, 4.02, 4.39, 4.61, 5.15). The efficiency curves for the three turbulence models were plotted using equation (18) with simulation data obtained for each corresponding $M$.

Figure 5 shows that the $k$-$\varepsilon$ and $k$-$\omega$ SST turbulence models are in good agreement with experimental data [20] up to $M = 3.56$. On the other hand, for values of $M$ higher than the maximum efficiency point ($M = 4.02$), $k$-$\varepsilon$ and $k$-$\omega$ SST have overestimated the ejector efficiency. The $k$-$\omega$ SST was the only model capable of predicting the peak-efficiency operational condition ($M = 4.02$) and it has also presented the best agreement with experimental data [20] for the highest entrainment ratio value ($M = 5.15$), while $k$-$\omega$ has proven to be unsatisfactory for almost all $M$ values in this study. The current result is in agreement with the literature [27], which encountered that the $k$-$\omega$ SST turbulence model is adequate for numerical simulations of ejectors.
Figure 5 – Ejector efficiency ($\eta$) as a function of the entrainment ratio ($M$) for k-\(\varepsilon\), k-\(\omega\) and k-\(\omega\) SST turbulence models in comparison with experimental data from [20].

Figure 6 shows the distribution of the pressure coefficient ($C_p$) on the ejector wall as a function of a dimensionless position calculated by the ratio between the distance of pressure tap from the nozzle ($x$) and the diameter of the mixing section ($D_M$). The k-\(\varepsilon\) and k-\(\omega\) SST models could accurately predict the static pressure distribution and recovery (referred to the mixing process [20]) up to the mixing section outlet position. In the diffuser, both k-\(\varepsilon\) and k-\(\omega\) SST models overestimated the static pressure recovery from the flow deceleration, while the k-\(\omega\) could not accurately predict the static pressure in all ejector length investigated. Overprediction of the turbulence model in the ejector performance is probably related to the static pressure overestimation. This behavior may be associated with the absence of information about the roughness of the ejector wall used in the experiment. Thus, the ejector investigated through CFD simulations (which employ the smooth wall assumption [28]) dissipates less energy than the ejector tested in the experiments.
Figure 6 – Distribution of the pressure coefficient ($C_p$) as a function of the dimensionless position calculated by the ratio between the distance of pressure tap from the nozzle ($x$) and the diameter of the mixing section ($D_m$), plotted for $k$-$\varepsilon$, $k$-$\omega$ and $k$-$\omega$ SST turbulence models, and experimental data from [20].

Furthermore, to closely investigate the turbulence models accuracy in the jet structure prediction and boundary layer behavior, the total pressure profiles were plotted at three positions $x/D_m$ ($2.6, 4.8$ and $10.4$), the first two positions in the mixing section and the later in the diffuser, for $M = 3.56$ (Figure 7), with corresponding experimental data [20]. And the average and minimum shear stresses in the mixing section and diffuser walls were plotted as a function of $M$ in Figure 8.

Figure 7 allows a comparison of the capability of each turbulence model to predict the jet structure through the total pressure profile at different axial positions along the ejector. It is shown that $k$-$\varepsilon$ and $k$-$\omega$ SST models presented the best agreement with experimental data, with $k$-$\varepsilon$ showing slightly better results, whereas the $k$-$\omega$ model unsatisfactorily estimated the jet profile along all the axial positions investigated. Moreover, $k$-$\varepsilon$ and $k$-$\omega$ SST models have overestimated the static pressure at the ejector wall in all cases.

Using the averaged shear stress at each flow condition ($M$) (Figure 8), it was possible to compare the estimation of friction losses and the behavior of the boundary layer regarding its detachment by tracking the change of shear stress sign [29]. It is observed that the wall shear stress (WSS) predicted by the $k$-$\varepsilon$ model presented the lowest value between the tested models, whereas the $k$-$\omega$ and $k$-$\omega$ SST models showed similar behavior in almost all points for $M$ lower than 4. The exception was noticed at the last four operational points where the $k$-$\omega$ model showed a crescent behavior, whereas the $k$-$\omega$ SST stabilizes. This difference may be attributed to the significant
difference between k-\(\omega\) and k-\(\omega\) SST models in predicting the jet structure (Figure 7). Despite the differences in their values, no point of flow detachment was identified, i.e., no change in the signal of minimum shear stress was observed.
Figure 7 – Total pressure profiles. In the vertical axis, the position of the probe measured in percentage counted initially from the top wall of the ejector. In the horizontal axis, the total pressure ($P$) normalized by the maximum pressure value ($P_{\text{max}}$) measured. Dashed green lines correspond to experimental results (in the legend abbreviated by Exp.). From (a) to (c), profiles were taken at $2.6 \, \frac{x}{D_M}$ for each turbulence model. From (d) to (f), profiles were taken at $4.8 \, \frac{x}{D_M}$ for each turbulence model. From (g) to (i), profiles were taken at $10.4 \, \frac{x}{D_M}$. Experimental data from [20].
By comparing the distribution of total pressure profiles (Figure 7) and the efficiency curve (Figure 5), it can be inferred that the good agreement of the turbulence model with experimental data for lower $M$ values is associated with this ability to correctly capture the velocity profiles. It occurs at these conditions because the mixing caused by the jet plays an essential role in the ejector performance [20]. As $M$ increases, the effect of boundary layer (regarding to friction losses) starts playing an important role in the ejector performance [20], and all turbulence models diverge about the intensity of friction losses at this point (Figure 8). $k$-$\omega$ SST points out higher averaged values of wall shear stresses for all $M$ values, whereas $k$-$\varepsilon$ presents lower stress values. Thus, it is possible to establish a correlation between the superior performance of the $k$-$\omega$ SST turbulence model and the ability to accurately evaluate the boundary layer. The $k$-$\omega$ model could not satisfactorily predict the mixing profile; therefore the boundary layer behavior was compromised.

4.2 Envelope curve and calculation of the friction loss coefficients

Using data from computational simulations (i.e., averaged pressure and velocity at the cross-sectional areas at positions $i, n, s, v, o, t, d$), constant $\rho = 998.2$ kg/m$^3$, $R = 0.066$ and $\alpha = 0.16$, the friction loss coefficients of the nozzle ($K_N$), suction chamber ($K_s$), mixing section ($K_M$) and diffuser ($K_D$) were calculated fitting CFD data to equations (12), (13), (14) and (15), respectively, for each $M$ mentioned before.
From equation (16) it is possible to calculate a corresponding \( N \) for each \( M \) and also the ejector efficiency curve using equation (19). The same procedure is employed to obtain the ideal efficiency curve (i.e. the envelope of operation), but considering equations (18) and (20).

The efficiency curves plotted with the calculated friction loss coefficients were obtained for each \( M \). In the present study, the efficiency curve for \( M = 1.20 \) has presented the closest agreement (or lower RMSE) with the efficiency curve obtained from CFD data (k-\( \omega \) SST), as shown in Table 2. The RMSE values were calculated between the efficiency obtained from CFD data and the efficiency modeled by the 1D model for each \( M \). Thus, the friction loss coefficients estimated using \( M = 1.20 \) were selected for further analysis in this paper. The calculated friction loss coefficients for \( M = 1.20 \) were: \( K_N = 0.0464, K_S = 0.1039, K_M = 0.0302 \) and \( K_N = 0.0792 \).

Table 2 – Deviation of the efficiency curves plotted with the calculated friction loss coefficients from the efficiency curve obtained from CFD data, for each \( M \).

<table>
<thead>
<tr>
<th>( M )</th>
<th>1.20</th>
<th>1.74</th>
<th>2.48</th>
<th>3.04</th>
<th>3.56</th>
<th>4.02</th>
<th>4.39</th>
<th>4.61</th>
<th>5.15</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (%)</td>
<td>0.32</td>
<td>0.59</td>
<td>1.38</td>
<td>2.26</td>
<td>3.15</td>
<td>3.74</td>
<td>3.79</td>
<td>3.97</td>
<td>7.18</td>
</tr>
</tbody>
</table>

The mathematical models, with the calculated friction loss coefficients, and the ideal efficiency (with no losses) are compared with CFD data in Figure 9, where it presents: i) the efficiency curve plotted with calculated friction loss coefficients – 1D model \( (M = 1.20) \); ii) the efficiency curve generated from CFD simulation data – CFD data \( (k-\omega \text{ SST}) \); and iii) the ejector theoretical maximum efficiency – Ideal efficiency \( (envelope) \). The efficiency curve from simulation data was determined considering the turbulence model that showed the best agreement with experimental results \( (k-\omega \text{ SST}) \), as discussed in section 4.1.

From Figure 9, it is observed that the efficiency curve plotted with the calculated friction loss coefficients \( (1D \text{ model}) \) shows good agreement with simulation data, mainly for \( M \) values between 1.20 and 2.48, and the peak of both efficiency curves is coincident for \( M = 4.02 \). In addition, the ejector envelope of operation \( (\text{ideal efficiency}) \), estimated by the mathematical model, has accurately restricted the ejector’s maximum efficiency for all operational conditions, considering that the simulation results should be below the theoretical maximum efficiency that the ejector can reach \( (envelope) \).
Figure 9 – Ejector efficiency plotted with the calculated friction loss coefficients by the 1D model, CFD data and the ideal efficiency (envelope of operation) for $M = 1.20$.

Deviations from the envelope of the efficiency curves plotted with the mathematical model and simulation results are presented in Figure 10. In fluid-flow problems, the friction losses vary as a function of the squared-volumetric flow ($Q^2$). As the friction loss coefficients ($K$) were hypothetically kept constant with the $M$ increment in this study to perform the theoretical analysis, the deviation of both 1D-model and CFD curves from the envelope (Figure 10) shows quadratic behavior, that corroborates with the theoretical aspects.
5. CONCLUSIONS

The accuracy of a quasi-1D mathematical model to analyze the performance of an incompressible-flow ejector using data from CFD simulations was investigated. By comparing the k-ε, k-ω and k-ω SST turbulence models, the latter has proven to be the most suitable to capture the ejector’s flow characteristics in all operational conditions, specially the peak-efficiency operational condition. The accuracy of the k-ω model was unsatisfactory.

The discussion of the results from the CFD simulations pointed out a possible correlation between how well the boundary layer can be solved and how the model is capable to capture the ejector efficiency curve for higher entrainment ratio (M) values, whereas at low M values the agreement between the simulated and experimental data is possible correlated with how well the turbulence models have captured the jet profiles.

After the comparison of the turbulence models, a modification to the mathematical model proposed by [19] was presented. It was shown that it can accurately delimit the ejector envelope of operation, predict its maximum efficiency point and calculate reliable values of the friction loss coefficients for each ejector component.

The original 1D model [19] is based on a very restrictive assumptions regarding pressure distributions at the nozzle outlet (Pₙ), suction chamber outlet (Pₛ) and mixing section inlet (Pₒ) positions. In this study, it was shown through CFD simulations that the pressure profile at those
positions have different values and it affects the calculation of the friction loss coefficients, as highlighted in the profiles plotted in Figure 7. The quasi-1D model has proven to be a useful tool for preliminary analysis of project execution, because it is computationally cheaper than CFD simulations if properly calibrated using either CFD or experimental data when these are available.
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NOMENCLATURE

\( a \) – mixing-section-to-diffuser area ratio
\( A \) – cross-sectional area
\( C_p \) – pressure coefficient
\( K \) – friction loss coefficient
\( M \) – entrainment ratio
\( \dot{m} \) – mass flow rate
\( N \) – pressure recovery ratio
\( N_{ideal} \) – ideal pressure recovery ratio
\( NX_P \) – the distance between the nozzle outlet and mixing section inlet
\( P \) – static/mean pressure
\( \bar{P} \) – total pressure
\( Q \) – flow rate
\( R \) – nozzle-to-mixing-section area ratio
$u'_i$ — fluctuation of velocity at the $x$ direction of flow

$u'_j$ — fluctuation of velocity at the $y$ direction of flow

$u_t$ — turbulent dynamic viscosity

$U_i$ — mean velocity at the $x$ direction of flow

$U_j$ — mean velocity at the $y$ direction of flow

$V$ — velocity

*Greek symbols*

$\eta$ — efficiency

$\eta_{ideal}$ — ideal efficiency

$\mu$ — dynamic viscosity

$\rho$ — density

$\tau$ — shear stress

*Subscripts*

1 — referred to the primary flow

2 — referred to secondary flow

3 — referred to mixing flow

$D$ — referred to the diffuser

$M$ — referred to the mixing section

$N$ — referred to the nozzle

$NO$ — referred to the nozzle outlet

$S$ — referred to the suction chamber

$W$ — referred to the inner wall area of the mixing section

$i, n, s, v, o, t, d$ — ejector positions
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Table 1 – Values and properties of boundary conditions applied at the model.

<table>
<thead>
<tr>
<th>Boundary</th>
<th>Mean field Value/Feature</th>
<th>Turbulent Value/Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle inlet (primary inlet)</td>
<td>Normal velocity equals to 2.0 m/s (1.77×10³ m³/s)</td>
<td>( k = \frac{3}{2} (U_o l_1)^2 )</td>
</tr>
<tr>
<td>Suction chamber inlet (secondary inlet)</td>
<td>Normal velocity (varies with ( M ))</td>
<td>( \varepsilon = C_{\mu}^{3/4} \frac{k^{3/2}}{L_t} )</td>
</tr>
<tr>
<td>Diffuser outlet</td>
<td>Relative pressure equals to zero</td>
<td>( \partial_i k \cdot n_i = 0 )  ( \partial_i \varepsilon \cdot n_i = 0 )</td>
</tr>
<tr>
<td>Wall</td>
<td>No slip conditions</td>
<td>wall function (smooth wall)</td>
</tr>
</tbody>
</table>
Table 2 – Deviation of the efficiency curves plotted with the calculated friction loss coefficients from the efficiency curve obtained from CFD data, for each $M$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>1.20</th>
<th>1.74</th>
<th>2.48</th>
<th>3.04</th>
<th>3.56</th>
<th>4.02</th>
<th>4.39</th>
<th>4.61</th>
<th>5.15</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE (%)</td>
<td>0.32</td>
<td>0.59</td>
<td>1.38</td>
<td>2.26</td>
<td>2.26</td>
<td>2.26</td>
<td>2.26</td>
<td>2.26</td>
<td>2.26</td>
</tr>
</tbody>
</table>
Figure 1 – Ejector geometry used for computational simulations. Dimensions in mm.
Figure 2 – Mesh convergence study for the k-ε turbulence model. The meshes depicted correspond to some of the refinement steps.
Figure 3 – Mesh convergence study for the k-ω turbulence model. The meshes depicted correspond to some of the refinement steps.
Figure 4 – Mesh convergence study for the k-ω SST turbulence model. The meshes depicted correspond to some of the refinement steps.
Figure 5 – Ejector efficiency ($\eta$) as a function of the entrainment ratio ($M$) for $k$-$\epsilon$, $k$-$\omega$ and $k$-$\omega$ SST turbulence models in comparison with experimental data from [20].
Figure 6 – Distribution of the pressure coefficient ($C_p$) as a function of the dimensionless position calculated by the ratio between the distance of pressure tap from the nozzle ($x$) and the diameter of the mixing section ($D_m$), plotted for $k$-$\varepsilon$, $k$-$\omega$ and $k$-$\omega$ SST turbulence models, and experimental data from [20].
Figure 7 – Total pressure profiles. In the vertical axis, the position of the probe measured in percentage counted initially from the top wall of the ejector. In the horizontal axis, the total pressure ($P$) normalized by the maximum pressure value ($P_{\text{max}}$) measured. Dashed green lines correspond to experimental results (in the legend abbreviated by Exp.). From (a) to (c), profiles were taken at $2.6 \times D_M$ for each turbulence model. From (d) to (f), profiles were taken at $4.8 \times D_M$ for each turbulence model. From (g) to (i), profiles were taken at $10.4 \times D_M$. Experimental data from [20].
Figure 8 – Average Shear Stress (a) and Minimum Shear Stress (b) for each $M$ at the mixing section and diffuser walls.
Figure 9 – Ejector efficiency plotted with the calculated friction loss coefficients by the 1D model, CFD data and the ideal efficiency (envelope of operation) for $M = 1.20$. 
Figure 10 – Deviation from the envelope of the efficiency curves plotted with the 1D model and CFD data for $M = 1.20$. 
Highlights (manuscript EGY-D-19-08388)

• 1D math model is a powerful tool to theoretically analyze the ejector performance

• k-ω SST turbulence model demonstrated good accuracy to capture the ejector efficiency

• k-ω SST turbulence model is capable to capture the ejector’s jet velocity profile
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